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The number of people conducting scientific analy-
ses and the number of topics being studied are
higher than ever.1 At the same time, there are
questions about the public value of social scien-
tific endeavors, particularly of federally funded

quantitative research (Prewitt 2013). In this article, we con-
tend that data access and research transparency are essential
to the public value of the enterprise as a whole and to the
credibility of the growing number of individuals who conduct
such research (also see Esterling 2013).

By quantitative research, we mean work that includes sur-
vey research, experiments, and mathematical and computer-
ized models of dynamic processes. In this work, scholars
convert attributes of observations and events into symbols.
These symbols are joined with a grammar—typically a set of
logical rules from mathematics or statistics—to form an infer-
ential language. The resulting language of quantitative social
science can produce a more precise description of concepts
and relationships than ordinary language. Quantitative con-
clusions about causal relationships and existential proposi-
tions are often offered as direct numerical expressions or as
exact functional forms.

With this precision, however, comes a potentially impor-
tant limitation. Information can be lost when converting
observations into symbols and interpreting these symbols via
logical rules. When scholars fail to document—and make avail-
able to others—information about how they selected cases to
study, particular attributes of the cases on which to focus,
specific ways of converting these attributes into numbers,
and the choice of certain types of mathematics or statistics to
convert these numbers into knowledge claims, the meaning
and value of quantitative social science knowledge claims
becomes increasingly uncertain.

To more effectively and rigorously answer questions about
the value of quantitative social science, it is imperative that
those of us who conduct such research take actions that
reinforce its credibility and make it easier for others to inter-
pret our findings accurately. This means sharing our data
whenever possible. It also means making available a com-
plete description of the steps that we used to convert data
about the social world into quantitative claims about how it
does and does not work. Such commitments will not only
help others more accurately assess our claims about individ-
ual events but also increase the extent to which others will

view as credible our attempts to draw generalizations about
people, policies, and institutions from a series of numerical
simplifications and logical transformations.

With such imperatives in mind, political science, like other
disciplines, is seeking to increase its credibility by improving
procedural transparency and data sharing. Supporting efforts
to increase data sharing and research transparency is the fact
that technical barriers to such openness are falling quickly.
Data archives, for example, are becoming more numerous and
archivists have found multiple ways to make them easier to
use. Viewed from a technical perspective, depositing one’s own
data and documents and accessing others data and documen-
tation has never been easier. Old explanations for why schol-
ars need not share data or procedural information are becoming
more difficult to support. Indeed, younger generations, who
do not remember life before the Internet, expect greater trans-
parency of all kinds (Pew Research Center 2013). At the same
time, we recognize that there have often been few incentives
for taking the time to document one’s procedures or to share
one’s data. Unless greater incentives for sharing data and pub-
licizing analytic procedures emerge, it is difficult to expect old
patterns to change.

In what follows, we describe current and future activities
that support greater data sharing and research transparency.
We focus in particular on several efforts to make data sharing
and research transparency more rewarding for individual inves-
tigators and larger research collaboratives. We contend that
these and other efforts can help individual political scientists,
and the discipline, more effectively demonstrate the eviden-
tiary and intellectual foundations of their insights. In so doing,
this new emphasis on clarifying the evidentiary and logical
foundations of one’s knowledge claims can increase the cred-
ibility of individual research projects, reduce uncertainty about
the meaning of social scientific findings, and increase the value
of quantitative social science to multiple constituencies.

DATA SHARING

Many scientific disciplines are having broad conversations
about data sharing. While there is much interest in the topic
among political scientists today, leading figures in our disci-
pline have long been engaged this topic. Warren Miller, a
principal architect of the American National Election Studies
(ANES),alsofoundedtheInter-universityConsortiumforPolit-
ical and Social Research (ICPSR), the world’s largest social
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science data archive. When seeking funding for data sharing,
he (1962) argued that: “The sporadic work of individuals with
diverse interests and little or no association with the work of
predecessors or contemporary colleagues often produces worth-
while results but through the Consortium the power of extended
and cumulative programs of research can also be realized.”
Miller also provided an example for others to follow by sharing
ANES data from early in the project’s inception. Today, thanks
to the work of Miller and others, many data archives exist and
the emergence of the Internet makes accessing and sharing data
more feasible to more people.

Despite these changes, data sharing remains a contentious
issue. Despite widespread acceptance of replication as a nom-
inal virtue in quantitative social science, as Hamlet might say,
“it is a custom more honour’d in the breach than the obser-
vance.” Many scholars do not share their data (Acord and Har-
ley 2012). Nonsharing scholars sometimes describe the work
that they have put into collecting such data and opine that
sharing data limits their ability to claim credit for their labor.
Other scholars face confidentiality issues and believe that shar-
ing data would open them to legal risk or minimize their oppor-

tunities for future data gathering. Yet other scholars want to
share their data but do not know how to do so, or begrudge
the time required to prepare data for sharing. In the remain-
der of this section, we address each of the barriers to data
sharing in turn.

The first barrier pertains to claiming credit. Scholars who
have invested a great deal of time and capital into collecting
data want to reap benefits from their research. Some research-
ers resent the possibility that they may be “scooped” or even
contradicted with their own data.

Scientific organizations are developing and implementing
a number of creative ways to manage such difficulties. Under-
lying these endeavors are two premises.The first premise is that
data that are shared widely can produce a larger number of
meaningful inferences. Hence, sharing data is a public good that
should be rewarded.The second premise is that data access facil-
itates replication that can be used to evaluate the truth-value
and meaning of empirical claims. To this end, a growing num-
ber of journals are requiring authors who make empirical claims
to make available the data from which such claims were derived.

At the same time, many professional associations, funding
agencies, and journals acknowledge the need to balance the
incentives of data collectors with the benefits to science and
society from data sharing. One way that such a balance is
sought is to offer a reasonable time to analyze data before
making it available to others. Among social science journals,
the most common requirement is for data to be available at

the time of publication. Other journals and professional asso-
ciations allow an additional “embargo period” after publica-
tion. Because the time from submission to publication is
usually more than a year and often much longer and since the
time from collection to submission also entails periods of mul-
tiple months or years, either rule provides several years for
authors to exploit their data.

Moreover, journals typically require only the data needed
to support empirical claims in a specific publication, so-called
“replication data.” At present, authors are not expected to
release aspects of a data set not supporting a publication.2
Such practices represent a compromise between the opportu-
nities for data collectors to reap the fruits of their labor and
the broader benefits that can come from making that data
available to others.

Another means of providing credit to scholars who create
and share valuable data is to develop better data citation prac-
tices (Altman and King 2007). For centuries, scholars have
been expected to cite the evidence, theories, and conclusions
on which their own research builds. Notwithstanding this long
tradition, social science editors and publishers have been slow

to recognize that data are intellectual products for which cita-
tion should be required (Mooney 2011). This pattern is chang-
ing. Numerous organizations actively promote data citation
(see DataCite 2013; Data Preservation Alliance for the Social
Sciences 2013; International Association for Social Science
Information Services and Technology 2013; International
Council for Science: Committee on Data for Science and Tech-
nology 2013; Inter-university Consortium for Political and
Social Research 2013).

Fundingagenciesarealsousingdatacitationasawaytodem-
onstrate the impact of their data collection investments. For
example, in 2012, the ANES began to require people who down-
load data from its website to sign an agreement to formally cite
the ANES in any and all intellectual products they derive from
its data. ICPSR has also expanded its ability to facilitate cita-
tion (http://www.icpsr.umich.edu/icpsrweb/ICPSR/citations
/index.jsp). In 2012,Thomson Reuters unveiled a citation index
for data, as a new feature in its Web of Knowledge platform
(http://wokinfo.com/products_tools/multidisciplinary/dci/).
Withimprovements indatacitation,scholarswhoproducedata
that is used by others can expect to be cited for that work. Given
the value that citation counts have for tenure and promotion
reviews, better data citation norms should increase individual
incentives to share data.

To this end, it should also be noted that a growing number
of inquiries into citation counts find that “papers with publicly
available datasets receive a higher number of citations than

For centuries, scholars have been expected to cite the evidence, theories, and conclusions
on which their own research builds. Notwithstanding this long tradition, social science
editors and publishers have been slow to recognize that data are intellectual products for
which citation should be required (Mooney 2011).
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similar studies without available data” (Piwowar and Vision
2013, 1). While we are not aware of such comprehensive stud-
ies being conducted in the social sciences, a study of more
than 10,000 published studies in the gene expression litera-
ture funds that “studies that made data available in a public
repository received 9% (95% confidence interval: 5% to 13%)
more citations than similar studies for which data was not
made available” (Piwowar and Vision 2013, 7). Dorch (2012)
finds larger effects, albeit on a smaller sample of astrophysics
articles.

The second barrier points to human subject harms and
legal risks associated with some forms of data sharing. Pro-
tecting the privacy of research subjects is of paramount impor-

tance to the scientific community. Violations of confidentiality
can damage public confidence in research and undermine the
cooperation of subjects on which researchers depend. So the
challenge becomes how to protect those rights while accru-
ing, as much as possible, the individual and social benefits of
data sharing.

The process of reconciling subject protection with data shar-
ing begins with informed consent. Consent forms should
promise to protect confidential information to the maximum
extent allowed by law, but they need not exclude sharing data
with other researchers.3 After data are collected, a variety of
techniques can minimize disclosure risks. Data “masking,” for
example, refers to techniques that modify data to prevent sub-
ject identification (see, e.g., Rubin 1993). Masking procedures
include anatomizing (Xiao and Tao 2006), permuting (Zhang
et al. 2007) or perturbing (Adam and Worthmann 1989) cells
in a data matrix in ways that preserve the aggregate proper-
ties in which analysts are interested while decoupling identi-
fying information from the data. When implemented
successfully, these techniques allow analyses to be identical to
what they would have been had individual cells not been
altered. The ability to achieve such outcomes depends on rela-
tionships among properties of the data, how the cells are per-
turbed, and the kinds of analyses that individuals want to run.
In a dataset with hundreds of variables, for example, it is typ-
ically impossible to implement a masking algorithm in ways
that preserve all possible statistical relationships among all
variables. If, however, a relatively limited set of relationships
are of interest, successful masking possibilities emerge (Rubin
1993). Such techniques are expanding circumstances in which
data can be shared while simultaneously protecting the pri-
vacy of individual respondents (Fung et al. 2010).

Other subject protection measures are also available
(National Research Council 2003, 2005). Researchers can be
required to sign data use agreements in which they provide

detailed plans for data security and other measures to pre-
vent disclosure of confidential information. Highly sensitive
data can be shared in controlled environments, like the
Research Data Centers operated by the Census Bureau, where
outputs can be screened for disclosure risks. Indeed, many
organizations now operate remote execution systems or “vir-
tual data enclaves,” which allow researchers to conduct such
analyses without having direct data access.

Although a wide range of measures have been developed
to protect confidential information from research subjects,
restrictions imposed by private organizations are a growing
concern. Many corporations are amassing vast quantities of
data. Because these data are considered commercial assets,

researchers are often required to sign nondisclosure agree-
ments that prevent them from sharing the data with others.
The American Economic Review exempts authors from sharing
proprietary data but asks them to inform others how the data
may be obtained (American Economic Association 2013). Polit-
ical science journals should consider analogous policies.

Regarding the third concern, planning and good data man-
agementpracticescanreduceburdensoftenassociatedwithdata
sharing. Many universities employ “data librarians” who offer
assistance with data management planning. Data archives,
including the six partners in the Data Preservation Alliance for
the Social Sciences (http://www.data-pass.org/), are also avail-
able to offer advice and assistance to a wide range of scholars
(see also ICPSR 2012). Professional archives can also help schol-
ars document their work so that it remains accessible and func-
tional for scholars who seek accurate interpretations of shared
data. Such practices can also benefit data producers because
well-designed documentation of data and research “workflow”
can reduce the time needed to respond when a journal issues a
“revise and resubmit” (Long 2009).

Changes in data citation practices, the possibility that arti-
cles associated with data sharing are more often cited, statis-
tical masking, and professional archiving services are all factors
that make data sharing more rewarding and feasible. To the
extent that scholars come to formally cite all data that they
use, quantitative social scientists will not only find data shar-
ing more rewarding, but they will also be able to benefit from
the data that others are now sharing. If scholars further com-
mit to making data accessible and following the best practices
of professional archivists, they and others can benefit for years
to come from data that has already been created.

RESEARCH TRANSPARENCY

Sharing data does not provide all of the information about a
quantitative analysis that can advance science and benefit soci-

With improvements in data citation, scholars who produce data that is used by others
can expect to be cited for that work. Given the value that citation counts have for tenure
and promotion reviews, better data citation norms should increase individual incentives
to share data.
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ety. When assessing the meaning of quantitative claims, audi-
ences often want to understand the decisions and actions that
produced the claim. This follows because the meaning of a
conclusion depends on the premises and practices from which
it was derived.

In 2012, the APSA responded to calls for greater transpar-
ency by revising its “Guide to Professional Ethics, Rights, and
Freedoms.” The guide now states that “Researchers have an
ethical obligation to facilitate the evaluation of their evidence-
based knowledge claims through data access, production trans-
parency, and analytic transparency so that their work can be
tested or replicated.” The distinction of production and ana-

lytic transparency in the revision follows from definitions of
Lupia and Elman (2010).

Production transparency implies providing information about
how the data were generated or collected, including a record of
decisions the scholar made in the course of transforming their
labor and capital into data points and similar recorded observa-
tions. In order for data to be understandable and effectively
interpretable by other scholars, whether for replication or sec-
ondary analysis, they should be accompanied by comprehensive
documentation and metadata detailing the context of data col-
lection, and the processes employed to generate/collect the data.
Production transparency should be thought of as a prerequisite
for the content of one scholar’s data to be truly accessible to
other researchers. Analytic transparency is a separate but closely
associated concept. Scholars making evidence-based knowledge
claims should provide a full account of how they drew their
conclusions, clearly mapping the path on the data to the claims.

Now that the discipline is highlighting research transpar-
ency as a core ethical obligation for political scientists, the
challenge is to help the scholarly community develop incen-
tives and utilities that make research transparency more fea-
sible and rewarding.

The work necessary to follow the guidelines will vary for
different quantitative communities. In some areas of quanti-
tative political science, providing such information is already
the norm. Among game theorists, for example, formal proofs
detail nonobvious relationships between premises and con-
clusions. Proofs, in this context, are like a computer code that
others can use to verify that specific conditions produce spe-
cific conclusions. In game-theoretic research communities,
nonobvious claims that lack proofs are not considered credible.

In other fields, the documentation and sharing of “do-
files” or “code” is less common. Consider, for example, survey
research. For survey producers, procedural transparency entails
descriptions of case selection, question selection, interviewer
selection, interviewer training, and strategies for managing

nonresponse. Each of these decisions can affect the meaning
of specific data points as well as the aggregate conclusions
drawn from survey data. For survey analysts, transparency
includes descriptions of how variables were coded and how
analysts chose among different inferential methods and model
specifications.

Today, information on the data production and analytic
decisions that underlie many published works in political sci-
ence is unavailable. This is one reason that many graduate
courses in political science are unsuccessful in their attempts
to replicate published empirical claims. Even when students
have access to the same data as the original researchers (e.g.,

the same version of the ANES), they have not always had access
to how data producers and analysts collected data, created
variables, or knowledge of the exact code (i.e., statistical model)
that produced published findings. When this material is not
available, replication is undermined as is other scholars’ abil-
ity to evaluate what a quantitative empirical claim actually
means. A website called Political Science Replication now col-
lects such instances and, in so doing, reveals many difficulties
associated with contemporary replication attempts.4

Despite the disappointing record for data sharing in some
quantitative communities, promising signs indicate that
research transparency is being taken more seriously in impor-
tant areas of political science. Archiving of procedural mate-
rials, research design registries, and revised data citation
practices are three ideas that political scientists are pursuing
to make research transparency more rewarding and feasible.
We describe each of these ideas in turn.

Of the three ideas, archiving of procedural materials is
farthest along. Entities such as ICPSR, Dataverse, and the
Open Data Project provide means for scholars to share not
only their data, but also supplementary materials that allow
others to replicate existing findings. Among survey provid-
ers, the ANES (production) has provided unprecedented doc-
umentation of this kind. For its 2008 studies, the ANES
produced dozens of reports on many steps of its data produc-
tion processes. Its Online Commons provides histories of the
evaluative procedures that the ANES used to choose which
of more than 3,000 proposed questions to include on its sur-
veys (Aldrich and McGraw 2011). The site also describes many
ways in which questions were evaluated including alternate
weighting algorithms (DeBell and Krosnick 2009), and how
it developed new code frameworks for open-ended responses
(Berent, Krosnick, and Lupia 2013).

A second idea that is growing in popularity is requiring
research designs to be registered before rather than after such
research is conducted (Humphreys et al. 2013). A benefit of
registries for researchers is that it allows them to lay claim to

Despite the disappointing record for data sharing in some quantitative communities,
promising signs indicate that research transparency is being taken more seriously in
important areas of political science.
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a set of procedures.To see why this is valuable, note that in much
empirical research today, only the final version of a multistep
analysis is published. This final version is often influenced by
well-known publication biases. Because many journals are hes-
itant to publish null results, scholars tend to send journals only
analyses that produce statistically significant findings. Pat-
terns in published articles (Gerber, Green, and Nickerson 2001)
suggest that scholars suppress analyses that do not feature sig-
nificant coefficients. As King (1986) and Lupia (2008) have writ-
ten, such incentives may lead scholars to engage in “stargazing,”
the practice of running data through different model specifica-
tions until finding a specification that produces statistically sig-
nificant results on the variables that the scholar wanted to
feature. Stargazing is a problem for many reasons, not the least
of which is that stargazing can cause the standard errors under-

lying common measures of significance to lose the attributes
that make statistical significance meaningful (Rubin 2007). So,
when scholars show only “significant” results, it can be impos-
sible for readers to determine whether the results have the sub-
stantive meaning that the authors claim.

Research registries, by contrast, allow scholars to docu-
ment practices and findings at many stages of a research agenda.
Researchers can post experimental designs, regression mod-
els, computer simulation programs, or a list of hypotheses in a
registry. Readers of an article or book can then use the registry
to determine whether a result is a true characterization of a focal
social relationship or whether it is the product of publication-
related biases that have no clear theoretical foundation. In other
words, they can see whether published designs, models, pro-
grams, and hypotheses represent a larger set of inquiries or are
cherry-picked because they produce a desired finding. While
registries run the risk of embarrassing researchers who are ret-
icent to reveal that they did not derive the best solution to a
problem on their first try, such outcomes are a public good.
Scholars, particularly those who eventually succeed in discov-
ering important relationships, can help others advance research
more quickly by revealing initial and seemingly sensible spec-
ifications that turned out to be suboptimal.

The third idea is oriented toward making research transpar-
ency more rewarding. Scholars may ask why they should allow
others to reap the benefits of research agendas or analytic strat-
egies to which they devoted substantial time and effort. As was
the case for scholars who work hard to accumulate data, there
are limited professional incentives to share one’s “code.” To
make transparency more rewarding some scholars have pro-
posed revising citation practices. In addition to data citation
practices described in the previous section, scholars are also pur-
suing “code” citation practices. In computer science, for exam-
ple,manypeoplerecognizethevalueofcode.Ifscholarsexpected
one another to cite their code, there would be greater incen-
tives to make such code available to others.

A complementary endeavor is the Open Science Col-
laboration’s “badge” system (https://openscienceframework
.org/project/TVyXZ/wiki/home/). This endeavor allows
organizations to award scholars “badges” for “open data,”
“open materials” (e.g., for providing information about case-
selection procedures and “do-files”), and “preregistration.”
Given the increased attention to such matters in recent years,
it seems likely that many scholars will want to attach such
labels to their work. Such practices can make research trans-
parency more rewarding for individual investigators while
also offering credibility benefits to research communities.

CONCLUSION

This article details the value of increased data sharing and
research transparency to quantitative social science and fac-

tors that affect incentives for quantitative researchers to engage
in such practices. An increasing population of scholars is rec-
ognizing the link between sharing, transparency, and the abil-
ity to evaluate scholarly claims. Regardless of the exact process
by which change occurs, scholarly decisions to share data and
information about the procedures that produced their conclu-
sions are critical to the future of quantitative social science.
Social scientists who commit to sharing their data and code give
broader populations a basis for treating their work as an
endeavor that is valuable, credible, and worth supporting. �
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